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Fluorescence correlation spectroscopy (FCS) is being applied increasingly to study diffusion and interactions
of fluorescently labeled macromolecules in complex biological systems. Fluctuations in detected fluorescence,
OF(t), are expressed as time-correlation functioB6;), and photon-count histogramB(k;AT). Here, we
developed a generalized simulation approach to confp(tieandP(k; AT) for complex systems with arbitrary
geometry, photophysics, diffusion, and macromolecular interact®fi$.andP(k;AT) were computed from

OF(t) generated by a Brownian dynamics simulation of single-molecule trajectories followed by a Monte
Carlo simulation of fluorophore excitation and detection statistics. Simulations were validated by comparing
analytical and simulate@(r) andP(k;AT) for diffusion of noninteracting fluorophores in a three-dimensional
Gaussian excitation and detection volume. Inclusion of photobleaching and triplet-state relaxation produced
significant changes iG(7) andP(k;AT). Simulations of macromolecular interactions and complex diffusion
were done, including transient fluorophore binding to an immobile matrix, cross-correlation analysis of
interacting fluorophores, and anomalous sub- and superdiffusion. The computational method developed here
is generally applicable for simulating FCS measurements on systems complicated by fluorophore interactions
or molecular crowding, and experimental protocols for whigfr) and P(k;AT) cannot be computed
analytically.

Introduction of fluorophores with a Gaussian detection volume with and
without triplet-state photophysitsand fluorophore binding to

a relatively immobile substraté Deviations from these analyti-

cal G(7) cases have been noted or are anticipated for anomalous
diffusion,'®17 confined diffusiont® non-Gaussian detection
volumes!®20 large diffusing particles compared to detection
volume?2! photobleaching?=24 and Faster resonance energy

Fluorescence correlation spectroscopy (FCS) is being applied
increasingly to study diffusive phenomena and macromolecular
interactions in complex systems, including agueous and mem-
branous compartments in living celis® Typically, fluorescence
intensity in a detection volumés(t), is monitored over time.
Fluctuations irf(t) are produced by kinetic processes that alter ’10.25 ; ) .
the number and/or intrinsic fluorescence of molecules in the ansfer:"* Expressions foP(k,zAz'lé) have been obtained for
detection volume. The fluorescence time course thus containthrcf[W”'?]n tflu?]rophore g'fflf[f]'o'a’" Tge :nflueg_ct:_e of trlplett_- q
information about molecular diffusion and/or photophysical and Sé‘e P OPOEAyS'(;]S an tob er noni ?a tcc(;n ttions mentione
chemical dynamics. The FCS approach has been used mosfPOVe on (kAT) \as nﬁ | een investigated. i db
widely to measure fluorophore diffusion coefficients and _ Measurements in cellular systems are complicated by geo-
concentrationd5 though many other biologically relevant metric and phase heterogeneities that produce confined diffusion
phenomena are in principle measurable, including fluorophore W|th|n.organellles and/or mgcromolecular crowding. Molecular
rotation®7 surface adsorption dynamigsnd fluorophore bind- crowding by fixed and mobile obstacles can dramatically alter
ing interactiong:10 particle diffusion and interactions through excluded volume

Although all information in an FCS measurement is contained _effects and spatial org_amzauéh?SWe ha"? used pho_toblgach-
in F(t), derived functions are computed to extract useful ing methods ex}enswely to characterize the diffusion of
information fromF(t). The commonly used derived functions macro_molecules n ceIIngr compartmefisnd have d_eveloped
are the time-correlation functio®(r)®>!* and the photon-count a_naIy_tlcaI and f:omputatlonal methods to deal W't.h _complex
histogram, P(k:AT),1213 where k represents the number of diffusive behaviot® and organelle geomet&}:32In principle,

photons in a time intervahT. G(z) characterizes the temporal FCS measurements can contain greater information content
memory of the fluorescence signal, whiték: AT) characterizes about diffusive and reaction dynamics than fluorescence recov-
the static distribution of fluorescence intensities over a specified ery after p:jhcgobleachmg, n gart befcause fsmégle-rpqlecule events
time interval. Analytical expressions f&(z) have been obtained are recorded over many orders of magnitude of time.

for a few simple situations involving simple Brownian diffusion N this study we establish a general approach to simulate FCS
data for complex systems. The motivation for this work was
* Author to whom correspondence should be addressed. E-mail: the need to extract quantitative information on diffusion and
verkman@itsa.ucsf.edu. . _ binding from FCS measurements in complex systems. The
Departments of Medicine and Physiology, Cardiovascular Research compytational method involves a Brownian dynamics simulation
Institute, University of California, San Francisco. . . . . .
* State University of New York, Binghamton. of particle trajectories followed by a Monte Carlo simulation

8 Graduate Group in Biophysics, University of California, San Francisco. Of fluorescence statistics. Th&(r) and P(k;AT) derived
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Figure 1. Simulation method. (A) Simulations were done in three
steps: computation of Brownian dynamics trajectories using GRO-
MACS software; computation of fluorescence time courses using
custom software; and computation of correlation functions and photon-
count histograms from photon arrival times. (B) Brownian dynamics
trajectories were generated to give coordinates of a collection of
molecules in a periodic box. The number of molecules within a
subvolume of the box at each timdy, was computed. A fraction of
these moleculesNe,, were excited, and a fraction of the excited
molecules emitted photons, generating a fluorescence time céise,
(C) Photon arrival time formatGiven a user-defined time bint,
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Brownian Dynamics Simulations. A system of molecules
evolving by Brownian dynamics in an isotropic highly damping
hydrodynamic fluid is described by the modified Langevin
equation: di/dt = Fi/y; + 6i, wherer; is the position of
moleculei, F; is the force acting on the moleculg; is the
friction coefficient of the molecule in the hydrodynamic fluid,
and o; is a randomly varying forc& This equation was
integrated using the GROMACS package, version 3112,
obtain d; = (Fi/y;)dt + /2kgT(dt)/y; do, Wherekg is Boltz-
mann’s constanfl is absolute temperaturet id the simulation
time step, andy is a Gaussian-distributed random number with
average zero and standard deviation 1. The uniform random
number generator in GROMACS, version 3.1.2, was replaced
by the program ran2 of Press et3alwith a random number
generation period of10'®), and the Gaussian transformation
was replaced by the program gasdev of Press &t @he
GROMACS-parametrized friction coefficient, was calibrated
by simulating a system of identical spherical particles of known
mass and radiug and comparing the diffusion coefficient from
the simulation,Dsim, = [2006t, with the diffusion coefficient
calculated from the Stoke<instein equatior)sg = kgT/6z77a.
The friction coefficient varied with the mass of the particle.

Intermolecular forces between the atomandj, F;, were
estimated by Lennard-Jones potentidfg(rij) = Aj/rit? —
Ci/rij®, wherer; is the distance between atornandj and A;
andC; are particle-specific coefficients governing the strength
of the interaction. Electrostatic interactions were ignored. For
most simulations reported her@; = 0, yielding a collection
of Lennard-Jones repulsive spheres. For crowding simulations,
the short-range repulsion was made softer by adding terms with
Cij < 0. For specifiedd; and Cjj, the effective length of the

fluorescence photon counts are stored as a data pair: the first elemenpotential (and thus the effective radius of the particle) was

is the number of empty bind), separating bins containing photons,
and the second element is the number of photknwithin the latter

bin. Shown in the figure is the entry 3,1. The dashed lines demonstrate .
thatb = 3, and the single photon at the end of the dashed lines indicates

k = 1, forming the entry 3,1.

functions are computed from the simulated). The simulation

operationally defined as the distance at which the potential
reachedkT. To simulate binding of a fluorophore to a large

immobile object, the spatial coordinates of the fluorophore were
frozen for a specified length of time. Whether binding occurs
and the length of time remaining bound were specified in a
Monte Carlo fashion with constant probability characterized by

approach was validated and applied to examine the effects oftwo time constants;o, andzes. These time constants correspond
photophysical phenomena and intermolecular interactions onto the reciprocal pseudo-first-order forward and reverse rate

G(7) and P(K;AT).

Experimental Section

Overview. The simulation of an FCS measurement was

conducted in three stages: (a) generation of molecular trajec-

tories, (b) generation of detected fluorescence time coEi($g,

constants for binding, respectively.

In a typical simulation, the trajectory of 1000 molecules,
whose initial positions were chosen at random, was computed
ina 10x 10 x 10 um? box with periodic boundary conditions
and no pressure coupling (equivalent concentration 1.7 nM).
We found that trajectories run for times greater than 200 times

on the basis of the molecular trajectories, and (c) computation the characteristic diffusion time gave results independent of run

of G(r) andP(k;AT) from F(t) (Figures 1A and 1B). Computa-

time. All simulations were run at 300K. The system was

tions for each stage were handled independently of the othertypically equilibrated by a run of 3 s, followed by a production
stages. Molecular trajectories were generated by Brownian run of 1 s. The time steptdvas setto +200 ns. The time step

dynamics simulations using the GROMACS molecular dynam-
ics packagé? The trajectories were filtered through a fluores-
cence statistics module to generdé), which was stored
efficiently as a list of photon arrival time&(t) was processed

to generatés(r) and P(k;AT) using an algorithm based on the
photon arrival times. As discussed below, the simulations
utilized different time scale intervals: t,dfor the Brownian
dynamics time steppt, for the time interval over which
fluorescence is calculated from the molecular trajectories to
generate-(t); and At, for the minimum bin time used for the
generation ofG(7). In general, d< 6t < At, wheredt and At

are integer multiples oftd

was chosen to give a potential energy that did not vary abruptly
upon close intermolecular approach. The GROMACS software
was compiled and run on a Pentium 4 computer running Linux
emulation software on Windows XP. Dynamics for low particle
concentrations were generated at a rate dfx 1P steps/h for

a 2.8 MHz Pentium 4. Simulations at high particle concentra-
tions were run on the Xeon cluster at the National Center for
Supercomputer Applications at the University of lllinois,
Urbana-Champaign.

Fluorescence Statisticsk(t) was calculated from the Brown-
ian dynamics trajectories according to
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where N is the number of moleculespe(ri,w;t) is the
probability that moleculé at positionr; with orientationcw; is
excited at timet', pp(ri,wi;t|ri,wi;t’) is the conditional prob-
ability that a molecule excited at tim& undergoes a photo-
physical conversion by a later timg pen(ri,wi;t) is the

probability that a molecule subsequently emits a photon, and

Quefwi) is the quantum yield of detecting emitted photons from
a molecule in orientationw; (assuming negligible time to

detection). The quantum yield of photon detection was assumed
to be independent of the polarization of emitted photons and

thus molecular orientationQqe{wi) ~ Qgetr The bracketed
integral in eq 1 is computed in units ot, the fundamental

fluorescence query interval. Each of the conditional probability
terms as used in the simulations is defined explicitly below.

Generation of the fluorescence tra€gt), and calculations of
G(r) and P(k;AT) were implemented in Compaq Visual

Dix et al.

uniformly distributed random number in the range
Porlrytirf,ofit) = o(t — t)

pem(ri’wi;t) = QF (4)
Since molecules are regenerated immediately after excitation
emission,ps,(i) = 1 for all i in eq 2.

Intersystem Crossingexcited molecules were allowed to
cross over into a triplet state with a constant probabil@y,
Once in the triplet state, they were allowed to decay nonradia-
tively to the ground state with a constant probability defined
by a characteristic exponential time constant; ot

Por(risistiri,oiit) = Qly
pem(ri'wi;t) =0 (5)

Molecules in the triplet state were excitable again only after

FORTRAN 90 (source code and computational details available re|axing to the ground state, while in the triplet stpégi) was

upon request).

Molecular Excitation. The probability moleculéis excited
at a timet' can be expressed as

Peri i) = Pg (e(@i) 1pdr) 2

wherepg(i) is the probability (O or 1) that moleculds in the
ground state (§ (available for excitation)¢(w) is the orienta-
tion-dependent absorption probability per unit time, &pdr)
is the normalized apparent excitation profile. Here, we follow
the convention of Rigler et & in using lapdr) for the

convolution of the excitation intensity profile and the detection
efficiency profile383° For the simulations presented here,

set to 0 in eq 2. Molecules in the triplet state that crossed a
periodic boundary of the simulation box were assumed to have
“escaped” and so were returned to the ground state.

Photobleaching Excited molecules were forced to become
unexcitable permanently with constant probabi@y

PprlF it oiit’) = Qgltg

Perr @) =0 (6)

with pg(i) = 0. Photobleached molecules were regenerated
(ps,(i) set to 1) once they crossed the periodic boundary of the

rotational correlation times were assumed to be much faster thangjmulation box to prevent continuous depletion and non-steady-
the Brownian dynamics time step, permitting replacement of giate effects.

€(w) by an orientationally averaged For a three-dimensional
Gaussian|apdr), the excitation probability of molecule at

positionr; = (x,yi,z) is then
Peri i) =
U2 _y)2 _ 2
(i) exr{_(m "+ 030"+ (8~ 20 )I .
2w,

wherewyy is the standard deviation of the Gaussian profile in
the radial direction centered affyo,z0) andx = w,/\Wyy, where

Correlation Function and Histogram Computations. F(t),
calculated from eq 1, was stored as a paired list of times between
the consecutive photons and the number of photons (photon
arrival times (PATS)) (Figure 1C). To maximize computational
efficiency where the simulation time step was much smaller
than the characteristic time of photon arrival, a binned PAT
format was used in which the number of birs, between
consecutive bins with photons (binandi + b) was recorded
along with the number of photons counks,registered in bin
(i + b). For alist of PAT pairs, the time autocorrelation function

W, is the standard deviation of the Gaussian profile in the axial Of fluorescence fluctuations was computed as

direction. For each fluorescence query intenvdl, eq 3 was

evaluated for each molecule and compared to a uniformly G(zr = b(j)A7) =

distributed random number between 0 and 1 to determine
whether excitation occurred (see below for long-lived photo-

dynamics). Typicallyg was adjusted to yield #6-1C° detection

events per second. For some computations, the functional form
of 1apdr) was adjusted to accommodate other excitation profiles.

Photophysical ConversionsMolecules in the excited state

were allowed to relax via fluorescence, intersystem crossing,

or photobleaching mechanisms as described below.
FluorescenceThe fluorescence lifetime of the excited state,

M-1 M

[(B—bG) ™" Z Z k(kG—L1)/(K/B)T — 1 (7)
=1 j=1+1

whereM is the length of the PAT lis is the total number of
photons countedﬁ(‘-'vz'lk(j)), andB is the total number of bins
between the first and the last detected photcﬁfézb(j)).

For calculation of cross-correlation functions using paired

77, Was assumed to be much faster than the time step of theFx(t) and Fy(t), an absolute PAT format (absPAT) was used
Brownian dynamics simulation so that excitation and de- instead, in whictb(j) entries are replaced by tibsolutetime

excitation occurred during the same time step & ot).

in which photons arrive (in units akt): pa°gj) = {b2gj),k()}.

Fluorescence photons were emitted with a constant quantumFor two absPAT recordg?*¥j) = {b°¥j),kj)} and psbﬁ) =

yield, Qf, simulated by comparing a specifieQ: with a

{b;a,bs(j),ky(j)}, the cross-correlation function was computed as
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GerosdT = [B(i) — by()]AT) = beam from a diode laser (Coherent, Inc., Santa Clara, CA) was
My My directed through a 100 oil objective lens using a Nikon TE-
B.. —[b.(i) — b * e (i 300 inverted epifluorescence microscope. The excitation light
Brin = [00) = B,0)) ;; KO0 was focused on thin fluid layers sandwiched between cover
-1 (8) glasses. Emitted fluorescence passed through a 510 nm dichroic
(K4BY(K/By) mirror and a 525+ 25 nm band-pass filter (Chroma Technolo-

gies, Corp., Rockingham, VT) and was focused onto a0
whereBmin = Min[B,,By]. Equation 8 can be used to compute diameter fiberoptic cable (Fico, Inc., Tyngsboro, MA). Photon
simultaneously the forward (> 0) and reverser(< 0) cross-  counts were detected using an avalanche photodiode (Perkin-
correlation functionsGy(z) and Gy(x), respectively. Elmer Optoelectronics, Ltd.) and correlated with an ALV-5000
Computation of the correlation function using photon arrival correlator card (ALV-Laser Vertriebsgesellschaft mbH, Langen,
times as described above is more efficient than the conventionalGermany).
direct approach using the fluorescence trace, scaling ap-
proximately asM? (M is the number of PAT pairs) instead of Results
asB? (B is the total number of simulation time bins).iF@2 s
simulation with a 200 ns time step, a photon-count rate of 100
kHz/molecule and an average of 1 molecule in the observation
volume,M < 2 x 1P, whereas8 = 10'. In this case, computing
the correlation function using the direct approachkt@och on
a 2.8 MHz Pentium 4, whereas the PAT method took 30 min.
The calculation of5(z) as described by eqs 7 and 8 is similar
to that of Davis et at? that mimics the computation in hardware
correlator cards. In our metho@(z) is computed at eachby
multiplication of PAT counts corresponding to that photon
e oY of he 10+ 10 0, smulaton o, and he uber o
becomeé efficient foé large photon-count rates where the numberpart.'cIes V.V'th'r! the observation volume tracked thr_o thO.Ut al
: Y T ) . s simulation time. The average number of particles in the
of bins containing more than one count is significant; multiple - .
observation volume was 3.02, as expected from the observation

add|_t|o_ns .WOUld then _be necessary as oppo_sed to a.smglevolume of 3um? and the specified concentration of 1 particle/
multiplication. In practice, we found &1 s difference in

3 : X ) .
computation time between the two methodsdd. ssimulation ?m - The ”“mb‘?r of part_|cles n the _observat|on volume varied

- rom O to 13 during the simulation. Figure 2B shows representa-
with a 50-100 kHz count rate.

. . . I tive fluctuations in the number of particles in the observation
To mimic the temporal resolution and time-binning structure

of hardware correlators used in FCS experime6ls) values volume over a representative 108 time interval. Figure 2C
. X I P . shows the number of fluorescence detection events (binned in
were averaged in a quasi-logarithmic manfi¢€Briefly, G(r)

values within each of the first eight successive time blotks 200 ns time intervals) during the same time after processing

were averaged for a total of eight initial averaged values(o}; through the fluorescence filtering module.
here, At = 32 or 200 ns, corresponding to the resolution of Figure 2D showsS(r) computed from#(t), together with a

commercially available hardware cards. Each subsequent grouﬁc't of the analytical equation for Stoke€instein diffusion in a

of eightG(r) values was averaged using a width that was twice volume defined by a Gaussian excitation beam préfile
that of the preceding group. For example, avera@éd values

Validation: Brownian Diffusion. To validate our compu-
tational approach, FCS simulations of Brownian diffusion in a
Gaussian excitation volume were carried out where analytical
expressions exist fdg(r) andP(k;AT). Figure 2A shows a linear
plot of mean-square displacement (MSD) versus tinre 0.99),
confirming a lack of correlation in the ¥random numbers
generated for the Brownian dynamics simulation. The diffusion
coefficient computed from the slope was 2@8?/s, in agree-
ment with 300um?s used in the simulation.

A1l x 1 x 3 um? observation box was set up at the center

— - -1
9—16 were obtained with width/&r, G(r) values 1724 had G(r) = G(0)(1 + t/tp) l(1 + T/KZTD) v )
width 4Ar, and so on. The averaging procedure was continued
until all simulatedG(7) values were averaged. where 7p is the characteristic diffusion time through the

Functions were fit to averaged and binr@¢) by nonlinear excitation volume and is the ratiowy/w,. The simulated data
least-squares regression. The fits were weighted by the standardvere fitted well, with arp value of 405+ 15 us (standard
deviation ofG(7), determined from multiple simulations done deviation) from an average of four sepa&rdts simulations, in
with the same set of parameters but with different starting agreement with 418s calculated using the diffusion coefficient
configurations and random number se&d¥.Nonlinear least- derived from Figure 2A and the specified Gaussian illumination
squares regression was conducted in Microsoft BRoellgor width in thexy-plane y): 0 = (2Wy,)%4D. The fitted G(0)

Pro 4 (WaveMetrics, Inc., Lake Oswego, OR). Identical values was 0.169+ 0.003, in agreement with 0.169 calculated from
of fitted parameters were obtained using Mathematica 4.0 the particle concentrationCy, and the specified Gaussian
(Wolfram Research, Champaign, IL). illumination volume: G(0) = (87%?Cniwy,®) 2. Figure 2E shows

The photon-count histogram (PCHP(k;AT), was computed P(k;AT) computed fromF(t), together with a fit to the theory
by rebinning the PAT using a specified time bixT, followed given by Chen et &P The simulated®(k;AT) was in excellent
by tabulating the number of counts,in the rebinned PAT list. agreement with the theory predicting a “super-Poissonian”
PCH data were fitted by numerical integration of the equations function but quite different from a single Poisson distribution
of Chen et al? using a LevenbergMarquardt algorithm shown for comparison.
implemented in Mathematica 4.0 (Wolfram Research, Inc.,  Additional computations were done to validate the model,
Champaign, IL). The two fitting parameters wéigthe average including demonstrating predicted effects o and G(0) of
number of molecules in the excitation volume, @anthe average changing particle concentrations and diffusion coefficients:
specific brightness, in counts (time bid)molecule™. was not affected by concentration and was inversely proportional

FCS MeasurementsFCS measurements or-% nM aque- to the friction coefficient, whileG(0) was not affected by the
ous solutions of calcein (Molecular Probes, Inc., Eugene, OR) friction coefficient and was inversely proportional to concentra-
were done on a home-built instrum&hin which the 488 nm tion (not shown). Simulations done with non-Gaussian excitation
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Figure 2. Validation of simulation method. The Brownian dynamics simulation of particle diffusion was ruhdaising a 200 ns time step for
1000 molecules with a diffusion coefficient of 3@@?%/s in a 10x 10 x 10 um? box (average concentration 1 partigier; 1.7 nM). (A) Mean-
square displacement plot of particle positions. The fitted slope gives a diffusion coefficient ph288 (B) Representative plot of the number of
particles,Ny, in a 1 x 1 x 3 um? cubic observation volume. (C) Corresponding plot for detected photons. Molecules were excited with a Gaussian
excitation profile ofw,, = 0.354um, w, = 1.061um (x = 3), and specific brightness 17 kHz/molecule. (D) Autocorrelation functifr),
computed from F(t) from four separate simulations. The solid line is fi@é&d for a simple diffusion (eq 9) (see text for fitted parameters), with
fractional deviation A) shown in the lower panel. (E) Photon-count histogré&k;AT), generated from the fluorescence trace wAth = 20 us.
Data were fitted with thé(k;AT) for the Poisson distribution (dotted curve) and the super-Poissonian model (theory; solid curve) (CHén et al.
(F) Effect of the excitation profile o(z). Trajectories were generated as above. The fluorescence module was modified to produce cubic, spherical,
and symmetric Gaussiam{ = wy = w,) excitation profiles. Simulated data were fitted with eq 9, and the fractional deviation between fit and
simulation A) was plotted.

and emission profiles (spherical, cubic, and symmetric Gaussian)than that of diffusion kinetics (the conditions under which Figure
at constant volume revealed small though significant changes3B was simulated)5(z) is given a$*
in the G(7) curve shape (Figure 2F) that could be misinterpreted

as anomalous or other types of complex diffusion. G(r) =
Effect of Intersystem Crossing onG(r) and P(k;At). The _ 1+ -’r(eﬂﬁT -1)
effect of triplet-state intersystem crossing®fr) was simulated G(0)(L + t/rp) (L + tlk’rp) —— -7 ) 10

by allowing an excited molecule in state  enter the triplet

state (%) as a first-order kinetic process characterized by time \ hereT is the steady-state fraction of molecules in the triplet
constantris (Figure 3A). Decay from the triplet state to the  ga1e angy, is the characteristic time for triplet-state decay.
ground state was also simulated as a first-order kinetic process,, 4 7r are spatial averages weighted by the square of the
characterized by triplet lifetime. Molecules in the triplet state  {,orescence intensity across the excitation profild was
were not subject to excitation, and decay from the triplet state cicyjated numerically by dividing the simulation cell into
occurs without detectable photon emission. subcells of 0.1um3, tabulating the square of the fluorescence

Figure 3B showsG(z) for simulations with intersystem intensity {2) and the fraction of molecules in the triplet state
crossing as a function of excitation intensity at consta= (T) for each subcell, and then summing the product over the
0.3 us andt; = 5 us. Excitation intensities in Figure 3B are  simulation box and over all time step3:= Yi2F/S F, whereF
expressed in terms of the specific brightness (detector counts= T/(1 — T). 7; was calculated for each subcell by determining
per molecule per second) obtained from simulations done in the triplet-state lifetime %) of molecules entering the triplet
the absence of triplet-state population. For this combination of state in that subcell, then summing the produkt= (3 zi2F/
7is andz, which are typical of values obtained experimentély,  ¢)/(Ti2F/c), wherec is the concentration of molecules in the
high specific brightness is required to appreciably populate the subcell. The time constant, is related to the triplet lifetimez,
triplet state. by 1y = 1lltr — Kedtis(kiz + kay).

For the case of isotropic diffusion in a hydrodynamic medium  The smooth curves in Figure 3B (which track the simulations
in which the time scale of triplet-state kinetics is much faster very closely) are fits of eq 10 to simulatég{(z). The triplet-
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Figure 3. Simulations of intersystem crossing. (A) Kinetic scheme 0001 o1 10
for intersystem crossing. (B) Simulatg@(z). Brownian dynamics " time (ms)

trajectories (1 s) generated for 192 spherical molecules with a diffusion
coefficient of 107um?/s in a 4x 4 x 12 um?® box (1 moleculeim?,

1.7 nM) with a step time of 50 ns (total of 16teps), withk;, = ko1 =

2.0 x 10’ s7%, 1,5 = 0.3 us™%, and7; = 5 us. F(t) was generated using

a Gaussian excitation beamw,¢ = 0.354um andw, = 1.061um) with

the indicated specific brightness (in kHz/molecule). The smooth curves
(which follow the simulated data very closely) are fits of eq 10 (see
text for fitted parameters). (C) Effects of intersystem crossing on
P(k;AT) with AT = 20 us. Data were simulated as in part B with a
specific brightness of 370 kHz/molecule (in the absence of intersystem

crossing). Solid lines are fits of the super-Poissonian model with the . - S ;
parameters: control (observed simulation values in parenthéges), 0.53 ms with fractional deviation\). (D) Effect of photobleaching on

2.06 (2.16)% = 5.07 (4.86); triplet state)l = 2.01 (2.62) = 3.41  P(KAT). Data were binned WitihT = 20 us. The solid lines are fits
(2.62). to the super-Poissonian model (with observed simulation values in

parentheses): controN = 2.16 (2.0862)¢ = 0.9463 (0.98); us

. = bleach/N = 1.30 (1.19)¢ = 0.70 (0.76); lus bleachN = 0.99 (0.88),
state parameters obtained from theTitt 0.17, 0.28, and 0.43 2 — g 45 (0.51). (E) Effect of excitation light intensity d&(z) for

and7 = 3.6, 3.3, and 2.&s, for specific brightnesses 1.8 calcein. The solid lines are fits of eq 9 to the data (starting at<)0
1P, 3.7 x 10°, and 7.0x 1(P, respectively) were in good  Fitted parametersG(0) = 0.082, 0.11, 0.23, 0.31 ang = 0.60, 0.63,
agreement with those calculated from the parameters used td.43, 0.22 ms for relative light intensities of 1x26x, and 20,
generate the simulatioff & 0.16, 0.27, and 0.40 arigd= 3.5, respectively.

3.4, and 2.%s, respectively). ) ) ) ) ) )

Figure 3C shows the effect of triplet-state kinetics on the t@tively, the increase iG(0) with photobleaching arises from
PCH. As expected, triplet-state kinetics lowered the most the reduced steady-state fluorophore concentration in the
probable count rate. Interestingl2(k:AT) for triplet-state illuminated volg_me, and the decreaseaiyarises from enha_nced
kinetics were fitted well by the “super-Poissonian” theory apparent mo.blllt.y as bleached quoresceqt molecules dlsap_pear
applicable in the absence of triplet-state kinetics, albeit with fTom the excitation volume. Photobleaching can be taken into
altered specific brightness and concentration, indicating the 2ccount approximately by the inclusion of an additional
inability to detect triplet-state phenomena by PCH analysis €XPonential term in the correlation functiri’
alone.

Effects of Photobleaching onG(z) and P(k;AT). Photo- G() = Gp(z)(1 + Ble™™™ — 1)) (11)
bleaching was simulated by including a first-order kinetic
process that converts an excited molecule into a permanentlywhere Gp(z) is the autocorrelation function with no photo-
dark state (Figure 4A)G(r) and P(k;AT) were compared in bleaching (eq 9)B is the average fraction of excited molecules
the absence of photobleaching and for different photobleachingthat photobleach, anday is the average photobleach time
rates as given in Figures 4B and 4C. In the absence of constant. Figure 4C shows that this modified correlation function
photobleachingG(r) was described by eq 9 with fitte@(0) describes>(z) well for 7y, = 1 us. Figure 4D shows the effect
andrp (0.168 and 0.422 ms) in agreement with parameters usedof photobleaching orP(k;AT). As expected, the count rate
in the simulation (0.169 and 0.419 ms). As the photobleaching decreased with photobleaching, from 104 kHz (no photobleach)
rate increased, simulate@(r) values were still described to 51.2 kHz ¢y = 3 us) to 25.4 kHz €, = 1 us). As was the
reasonably well by eq 9, with deviations apparent at the highestcase for triplet-state kinetics (Figure 3C), tR&;AT) values
photobleaching rate (4s). Photobleaching produced an increase for photobleaching were fit well by the super-Poissonian theory
in apparentG(0) (0.296 and 0.428 fory = 3 and 1us, applicable in the absence of photobleaching, indicating the
respectively) and decrease ip (0.244 and 0.13@s). Quali- inability to identify photobleaching by PCH analysis alone.

Figure 4. Simulations of photobleaching. (A) Kinetic scheme for
photobleaching. (B) Effect of photobleaching @i(z). Brownian
dynamics trajectories generated as in Figuré(B.was generated using

a Gaussian excitation beaw,{ = 0.354um, w, = 1.061um) with
indicated photobleaching time constants. The specific brightness was
17 kHz/molecule (in the absence of photobleaching). Data were
simulated at a constant excitation light intensity. The solid lines are
fits of eq 9 (see text for values of fitted parameters) with fractional
deviation QA\) at 7, = 1 us shown in the lower panel. (C) Fit of eq 11
with parameters:G(0) = 0.40,7p = 0.34 ms,B = 0.86, andr, =
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Figure 5. Simulations of TCFCS. Brownian dynamics trajectories (1
s) generated for 192 spherical particles of type A and 192 spherical
particles of type B (each with a diffusion coefficient of 24Z8v/s) in
a4 x 4 x 12 umd box using a step time of 100 ns for 1€teps.F(t)
generated using a Gaussian excitation beagp € 0.354um andw,
= 1.061um) and a specific brightness of 17 kHz/molecule. (A) Effect
of dimer formation on the cross-correlation function. Indicated fractions
of A and B were constrained as 50 nm rigid-roe-B dimers. Solid
lines are a fit of eq 9. Fitted parameter&(0) = 0.055, 0.112, and
0.165 andrp = 0.97, 0.97, and 0.83 ms for bound fractions 0.33, 0.66,
and 1.00, respectively. For unbound A and®Q) = 0.163 andrp =
0.42 ms (data not shown). (B) Dependencé&@@) on fraction bound.
The autocorrelation of the A moleculgSya(0), is shownGgg(0) (not
shown) was identical t&aa(0). (C) Effect of beam misalignment on
cross-correlation function. A and B were constrained as 50 nm rigid-
rod A—B dimers. lllumination and detection profiles for A and B were
displaced in thex-direction by indicated distances. The solid lines
represent a fit of eq 9 to the data. Fitted paramet&§) = 0.158,
0.102, and 0.026 andh = 1.63, 1.38, and 5.96s for offsetAx/oc =
0.0, 0.7, and 2.8, respectiveljx is the offset of the centers of the
Gaussian excitation profiles, andis the standard deviation in the
x-direction. The inset shows the lower curve on an expaneschle.
(D) Effect of misalignment of the beams on auto- and cross-correlation
G(0).
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The predictions from the simulations of the effects of photo-
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Figure 6. Simulations of binding effects on FCS. Brownian dynamics
trajectories (1 s) generated for 192 spherical particles inkaddx 12

um? box using a time step of 100 ns for 16teps.F(t) values were
generated using a Gaussian excitation beag € 0.354um andw,

= 1.061um) and a specific brightness of 17 kHz/molecule. Trajectories
were modified by fixing the positions of particles for a given time, as
described in the text, characterized by association timgg, and
dissociation timezq. To simulate slow binding, particles selected at
random were held fixed throughout the course of the simulation, and
no additional particles were allowed to bind. The fraction of particles
was held fixed ator/(ton + Torr) = 0.5. (A) Effect of binding orG(r)

with equally fluorescent bound and free particles. Solid lines are a fit
of eq 5, with fitted parametersG(0) = 0.170, 0.166, 0.136, and 0.085
andtp = 0.45, 0.93, 1.52, and 0.52 ms for contra); = 50 us, ton =
5000us, and slow binding, respectively. (B) Same as in part A, except
that bound particles were nonfluorescent. The solid curves are a fit of
eqg 9 with: G(0) = 0.170 and 0.356 andhb = 0.45 and 0.41 ms for
control and slow binding, respectively.

cross-correlation at &s when the beams are separated by 2.8

times the standard deviation. This peak in cross-correlation
occurs near the characteristic diffusion time of L$ and

bleaching were tested experimentally by FCS measurements orcorresponds to the cross-correlation arising from diffusion of

aqueous calcein solutions. Representa®(e) values shown

in Figure 4E indicate an increase @(0) and reduction inp
with increased excitation light intensity. The experimental data
are in qualitative agreement with the predictions of Figure 4B,

the A—B dimer from one detection volume to the other. Figure
5D shows thatGag(0) is relatively unaffected until the centers
of the excitation profiles are separated by more than 0.2 times
the standard deviation of the Gaussian excitation profile.

though the experimental data also show evidence for increased Effects of Binding on G(r). Simulations of binding were done

triplet-state population with increased excitation intensity.
Two-Color Cross-Correlation Validation and Effects of
Beam Misalignment. The effects of dimer formation on auto-
and cross-correlatioB(r) in two-color FCS were simulated by
configuring a system consisting of equal numbers of two kinds

for an ensemble of molecules in which there was a constant
probability that a molecule would stop in its trajectory (char-
acterized by time constanty), and once stopped, a constant
probability to resume its trajectory (characterized by time
constantro). This system corresponds to binding of a fluoro-

of particles, A and B, each separately excited and detected. Aphore to an immobile object with on and off rate constants,1/

specified fraction of A and B were bound permanently asBA
rigid-rod dimers with a 50 nm bond length. Figure 5A shows
the cross-correlation functioas(r), of A and B as a function
of the fraction held bound. As expectd8ls(0) increased with
fraction bound. Figure 5B shows th@kg(0) increased linearly
with fraction bound, while the autocorrelation functio@a-

(0) andGgg(0), are not sensitive to binding, as expected.

The simulated effect of beam misalignment on FCS measure-

ments on a collection of rigid AB dimers is shown in Figure

and i, respectively. Simulations faytor = 1 are shown

in Figure 6A. Forzo, = 7ot = 50 us, G(0) is only mildly
affected, but apparent, increases. Similar data were obtained
for ton = o = 500 us (not shown). As the oroff times
increase to 500Q«s, G(0) decreases andp increases. The
increase in appareng is related to slowed fluorophore diffusion

in the excitation volume because of binding; the reduGéa)

with slow on—off rates arises from fluorophores that do not
escape the excitation beam over the course of the simulation,

5C. For these simulations, identical Gaussian excitation/detectionacting as background fluorescence. In the limit of very slow
profiles were used, and the centers of the two profiles were binding, bound fluorophores do not move whereas the free
offset. The offset in the-direction was expressed as a fraction fluorophores diffuse without binding. Sineg/z.# = 1 and half

of the standard deviation of the Gaussian profile. As expected, of the fluorophores are bound for the simulations in Figure 6A,
Gas(0) decreased with greater offset. The inset to Figure 4C G(0) is reduced to half of its original value with no change in

shows an expansion of the lower curve, revealing a peak in 7p.
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A =3mmis g Gy | EEESGE) G(r) = GO)(L+ (/o)) (1 + (eherp)) 2 (12)
MSD conkrol ot ~ 30
um?, 25058 0.05 Hrae N\ 2266 Fitted a. values were 1.5 and 2.5 for drifts of 1 and 3 mm/s,
box size 113 respectively.
. by 0] Anomalous subdiffusion was modeled by confining diffusion
0 05 1 .10 infinite to a box with reflecting boundaries. At box sizes comparable
B (o) A_n_m]'"""‘——‘ to the size of the Gaussian excitation beam (width»0.0.7 x
B 0109 velocity (mm/s) e 3x3x9 2.1 um3), MSD plots were downward-curved (Figure 7A),
; P signifying subdiffusion. MSD plots leveled out at long times
o0 2x2x6 (data not shown). Correspondi@jr) values (Figure 7C) were
f010 fitted using eq 12 wittw values of 1.0 and 0.9 for box sizes of
o LS 2 x 2x6and 1x 1 x 3umd, respectively.
-'U.]UW»-% As another possible cause of anomalous subdiffusion, mo-
0001 W lecular crowding, was modeled by simulating the diffusion of
e () small fluorophores (radius 0.73 nm) in a crowded environment
containing large nonfluorescent mobile spheres (radii of 150
/ nm). Intermolecular interactions were specified by the non-
hegt G 46 bonding potentials shown in Figure 8A. At a crowder volume
time (ms) fraction of 59%, there was an increase in appargnby 2.5-

Figure 7. Simulations of anomalous diffusion. (A) MSD plots for ;oldtyvlthout a Cf?anlg(;‘ '(;IGE)O) t(Fll(guretEB).f:'het.crowderdvolumde.
simulated super- and subdiffusion. Brownian dynamics trajectories were raction was calculated by taking the efiective crowder radius
generated for 0.7am particles at a concentration of 2 particies? as the distance at which the intermolecular potential increased
for 100 ms using a 200 ns time step (average of 50 trajectories). to KT. Others have used energies up tar2! With the larger
Superdiffusion was simulated by a constant velocity {n the energy, the crowder radius decreases to 143 nm, and the volume
x-direction. Subdiffusion was simulated by confining the particle to a fraction decreases to 0.50.

rectangular box of indicated dimensions. (B) Superdiffusk{t). values The MSD plots were linear with a 2.5-fold decrease in slope

were generated with a Gaussian excitation profilevgf= 0.354um, o -
w, = 1.061um (¢ = 3), and a specific brightness of 17 kHz/molecule. at 59% crowder volume fraction (data not shown). MSD plots

G(z) as a function of velocity is shown along with deviations) ( of the large crowder particles were also linear over the
between the fit of eq 9 (dashed line) or 11 (solid line) and the simulation. Simulation time course. Th&(r) shape was described ad-

Fitted parameters are given in Table 1. (C) Subdiffusk(t). and fits equately by a model without anomalous diffusion (eq 9) as
were generated as in part B. Infinite box size refers toxa 3 x 9 predicted from the linear MSD plot. Because of computation
um® box with periodic boundary conditions. time constraints, it was not practical to carry out crowding
TABLE 1: Fitted Parameters for Simulations of Anomalous simulations at more highly _Crowded volume fractions or using
Diffusion in Figure 7 smaller crowder sphere diameters where greater slowing of

simple diffusion anomalous diffusion diffusion is predicted.

simulation G@0) wmw(ms) GO) wm(ms) o Discussion

superdiffusion, control 0.081 041 0.079 0.409 1.07 : :
superdiffusiony = 1 mm/s 0085 0.28 0074 031 1.50 The purpose of this study was to develop a generalized

superdiffusiony =3mm/s  0.098 011 0074 017 250 Ccomputational approach for simulation of correlation functions
subdiffusion, control 0.080 0.39 0.077 039 1.08 and intensity histograms to investigate phenomena that are
subdiffusion, 3x 3 x 9um® 0.086 0.47 0.085 0.48 1.03 expectedto complicate the interpretation of FCS measurements
subdiffusion, 2x 2 x 6um® 0.070  0.30 0.068 0.30 1.07  on biological systems. Such simulations enable analysis of
subdiffusion, 1x 1 x 3um® 0.049  0.13 0051 012 089 gy gtems for which analytical expressions @(r) or P(kAT)
Simulations were also done for the case where the bounddo not exist, such as non-Gaussian detection volumes, complex
complex is nonfluorescent (Figure 6B). A second component photophysical phenomena, diffusion through complex, inho-
is seen in autocorrelation functions, corresponding to a flickering mogeneous, or anisotropic media, or nonequilibrium effects. The
of the fluorescence signal produced by bindinmbinding. As simulations described here were applied to analyze the impact
the binding rate slows, the second component becomes moreon FCS of photobleaching, intersystem crossing, misaligned
prominent until, in the limit of infinitely slow binding focal volume elements in two-color FCS (TCFCS) experiments,
unbinding, the system behaves as a collection of fluorophorestransient fluorophore binding to an immobile substrate, and
at half of the concentration of the control. The fiti&¢D) (0.170 anomalous diffusion.
and 0.357) andp (0.45 and 0.41 ms) for control and slow Simulation Method. Our simulation approach used three
binding support this interpretation. For the slow binding data distinct modules for computation of particle trajectories, simula-
in Figure 6B, 50% of fluorophores are dark at any one time, tion of photon statistics to generafgt), and computation of
producing a 2-fold increase i8(0) but no change inp. correlation functions and histograms frd(t). Trajectories were
Effects of Anomalous Diffusion and Crowding onG(). computed as Brownian molecular dynamics trajectories to enable
Anomalous superdiffusion was modeled by inclusion of drift the time and spatial resolution needed to simulate rapid
in the Brownian dynamics simulation. Increasing drift (velocity photophysical effects and interparticle interactions. In contrast,
from 0 to 3 mm/s) produced greater upward curvature in the in most FCS simulation methot¥s'®trajectories are generated
MSD plot (Figure 7A), signifying superdiffusion. The corre- by random jumps between lattice points on a grid. While lattice
spondingG(z) curve shape differed significantly from that for methods are computationally efficient, intra- and intermolecular
simple diffusion (Figure 7B) but fit reasonably well to the interactions are difficult to simulate. Here, we generated
semiempirical equation often used for FCS measurements oftrajectories using the Langevin equation appropriate for a highly
anomalous diffusio®? damped system of independent particles. This approximation
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A Effects of Photophysics orG(r) and P(k;AT). FCS experi-
E (kJ/ mol) ments at high excitation light intensities with photolabile
20 diffusant 20 crowder fluorophores can be complicated by triplet-state kinetics as well
10 L 10 \ as by photobleaching (Figures 3 and 4). These two phenomena
0 S : JUBBIEAS S HI are often found concurrently: Excitation to higher energy levels
.48 ?hfr'n) Ao fﬂﬂzn‘ﬁ? 600 increases the probability of both intersystem crossing and
ol photobleaching. The effects can be simulated independently in
' erowder (vol%) our method.
) Analytical forms forG(z)** and P(k;AT)*® have been devel-
R oped for molecules that undergo intersystem crossing into the
triplet state. Simulations with triplet-state photophysics (Figure
0001 | o 10 3B) showed excellent agreement wi@(r) predicted from
time (ms) theory. The histogram analysis in Figure 3C showed that
P(k;AT) computed with triplet-state kinetics can be fit well by
Figure 8. Simulations of crowding. (A) Nonbonding potentials used the super-Poissonian theory neglecting photophysical effects.

in crowding simulations. The radius of the particles was defined Palo et al'® propose that the effects of triplet-state trapping on
operationally as the distance from the center of the particle at which P(k;AT) may be accounted for by using apparent specific

dynamics trajectories (100 ms) were generated for 81 spherical diffusing

particles (diffusion coefficient 9am?'s, effective radius 0.45 nm) and e AT) c

420 large crowding particles (diffusion coefficient 06mM?/s, effective C =

radius 300 nm) in a & 3 x 9 um?® box for a volume exclusion of o app( rtrip(AT)rdiff(AT)(l + KT)

59%. The solid lines represent a fit of eq 9 to the data. Fitted

parameters:G(0) = 0.161 and 0.164 anth = 0.80 and 2.01 ms for €app = UapdAT) = Al (AT) i (AT) (13)

volume fractions 0% and 59%, respectively.
where AT is the histogram bin timex is the singlet-triplet

is valid for low concentrations of small particles over time scales transition ratez is the triplet lifetime, andyip(AT) and it
much greater than the characteristic relaxation time for particle (AT) are correction factors for triplet events and diffusive
motion3* The relaxation time is given by the ratio of particle mixing, respectively, occurring within the tim&T. For triplet-
mass to the solvent friction coefficient. For small molecules in state dynamics
aqueous solutions the relaxation time is on the order of
femtoseconds and thus much smaller than the simulated rmp(AT) ={2f(1+f— A1 — exp[—(1 + H/A]))}H (1L + f)3
millisecond diffusion times. The close agreement between the (14)
simulated data and that predicted theoretically (Figure 2)
supports the approach used here to compute trajectories for FCSvhered = /AT andf = «7. Using eq 14, however, leads to a
simulation. significant underestimation of the specific brightness and particle

Decoupling the trajectory module from the fluorescence concentration compared to the values from the simulation and
module allows efficient simulation of various complex phe- those obtained fitting?(k;AT) to the histogram data (Figure 3C).
nomena such as the effects of conformation and mobility of Significantly, this implies that the current theory described by
polymers on FCS experiments. Photophysical phenomena andPalo et al'® is insufficient for determining triplet-state param-
different illumination profiles are easily simulated without eters fromP(k;AT).
recomputing trajectories. Such effects are not easily computed Photobleaching effects become apparen&@) andzp (with
using simulation approaches in which dynamics and fluores- little change in the shape @&(z)) when the characteristic time
cence generation are directly coupf@d? constant for photobleaching is as low as 1% of the diffusion

Diffusion through structures having complex geometries, such time (Figure 4B). The simulations of photobleaching (Figure
as cellular organelles, can produce significant deviations from 4) are qualitatively consistent with what is expected from
G(r) compared to isotropic diffusion (eq 9). For example, removal of fluorophores from the excitation volume. Ignoring
significant deviations from eq 9 are found for diffusion of small the effects of photobleaching d&(r) can produce significant
molecules through dendritic tubules with diameters much smaller underestimation of particle concentration and overestimation of
than the focal volumé? anomalous subdiffusion through cell  particle mobility. An important finding from our simulations is
cytoplasn®? and non-Gaussian excitation profif€sThe simula- that the P(k;AT) profile shape is quite insensitive to photo-
tion approach described here is readily adapted to include thesebleaching dynamics, as was also found for triplet-state dynamics.
phenomena. Restricted diffusion is simulated by computing The main determinants &(k;AT) are the steady-state fluores-
appropriate Brownian molecular dynamics trajectories and non- cence properties of the molecules, even if the time scales for
Gaussian excitation profiles by modifying the fluorescence P(k;AT) binning are comparable to the time scale of the kinetics.
statistics module. There is no analytical expression for the fluorescence auto-

The raw fluorescence trace data were stored in a PAT format. correlation as a function of photobleach time because the
As discussed by Eid et &.and Laurence et al3the PAT is probability of photobleaching depends in an unknown way on
the most efficient way to encode photon-count data when the the nonuniform excitation across the excitation volume. Eggeling
number of photon counts is much smaller than the number of et al?® and Dittrich and Schwill& have developed an ap-
available time bins in the data acquisition hardware. We proximate expression faB(zr) (eq 11) assuming the excitation
developed an efficient approach to compute intensity auto- and probability is uniform across the excitation volume. Equation
cross-correlation functions and photon-count histograms using 11 describes the data well (Figure 4C), indicating that photo-
PAT information directly. Storingr(t) and calculatings(r) and bleaching in FCS experiments can be thought of as a unimo-
P(k;AT) using the PAT format obviates the need to store and lecular kinetic process independent of the diffusional motion
carry out computations of time bins that have zero counts.  of the fluorophore through the excitation beam. According to
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this view, effects of photobleaching on FCS experiments become Anomalous diffusion has been reported for molecular diffu-

apparent when the effective photobleaching timgdf eq 11)
becomes comparable to the characteristic time for diffusion
through the excitation beam (e.gp = 0.53 ms andp = 0.34

ms for the conditions in Figure 4C).

Molecular Interactions. Two-color FCS has been used to
measure the concentration of bound fluoroph&teghich relies
on the fact thatG(0) andrp of the cross-correlation function
contain information only about bound fluorophores. As pre-
dicted, our simulations showed that at constant fluorophore
concentratiorG(0) parallels the fraction of bound fluorophores
(Figures 5A and 5B). The fitted diffusion time for the cross-
correlation function (0.830.97 ms) was greater than that of
the monomer (0.42 ms), as expected for slower dimer diffusion.
G(0) for the cross-correlation function at 100% bound (0.165)
was similar to that for the autocorrelation function (0.163),

sion in crowded biological environments such as membranes
and cytoplasni®5” Anomalous superdiffusion, characterized by
upward-curved MSD plots, can be produced by directed
movement by convective or motor-driven processes. Anomalous
subdiffusion, seen as downward-curved MSD plots, can be
produced by confined or restricted diffusion. Anomalous dif-
fusion in FCS analysis has been analyzed semiempirically using
eq 12, in which a parameter is included. The parameter
describes the power-law behavior of the MSD plot:~ t*.

An o of unity signifies simple diffusion, witlw < 1 indicating
subdiffusion andx > 1 superdiffusion.

Simulations of superdiffusion and subdiffusion in Figure 7
produced nonlinear MSD plots and alter&r) curve shape.
Superdiffusion, modeled by convection, produced an upwardly
curved MSD plot (Figure 7A) as expected. Significant deviations

indicating that all fluorophores are detected. These simulationsin G(z) from simple diffusion were found (Figure 7B3(0)
validate the use of cross-correlation methods to measureWas unaffected by drift velocity, indicating the average number

concentrations of bound fluorophores.
In a commonly used implementation of TCFCS, two laser

beams are used, with each laser beam exciting a single class o
fluorophores. It is generally advised that the two laser beams

be of equal intensity and superimpose@(t) is to be analyzed
by simple diffusional model?® Imperfect beam alignment was

modeled as an application of the TCFCS simulation. Our results
PP h Subdiffusion, modeled by confining particles to a rectangular

(Figure 4D) indicate that the beams may be displaced as muc
as 20% of the width of the excitation beam without significant
effects onG(z). However, an offset of several times the width

can lead to a peak in the cross-correlation (Figure 4C). Such a

peak inGag(7) is also seen for transient association of A and
B10so that misregistration of the two excitation beams in TCFCS
could be wrongly interpreted as bimolecular kinetic phenomena.

Fluorophore binding can also chan@r) curve shap&®
Dynamic effects were simulated by stopping a fluorophore in
its trajectory for a randomly chosen time so as to produce first-
order kinetics. When binding occurs without a change in
guantum yield and on the time scale of diffusion through the
illumination volume (Figure 6A), significant effects d&(0)
andrp were found even though the(r) curve shape was well
described by simple diffusion (eq 9). TH&(r) curve shape
differed from that predicted by simple diffusion when the
diffusion time was increased by 10-fold. When binding occurs
with a change in quantum yield (Figure 6B), there were
significant changes i5(z) curve shape for all binding rates.
Thus, fluorophore binding to a slowly diffusing or immobile
object on a time scale of the diffusion time or faster may not
be detected from a curve-shape analysi&@f unless there is
a change in fluorescence quantum vyield upon binding.

of particles in the excitation beam was unaffected by drift
velocity. However, the apparent diffusion timgincreased with
grift velocity as a consequence of the reduced time a particle
remains in the excitation volume. Notablg(z) values were
fitted reasonably well with eq 12 witbk > 1, providing the
first direct validation for the use of eq 12 in FCS analysis of
anomalous diffusion.

box with reflecting boundary conditions, produced downward-
curved MSD plots (Figure 7A). When the dimensions of the
box became comparable to those of the excitation volume, both
G(0) andrp decreased, with a small changeninG(0) decreases
because of the apparent increase in particle concentration as
particles are unable to diffuse out of the beam.decreases
because collisions with the box walls keep the particles within
the excitation volume, leading to an apparent decrease in transit
time across the excitation volume. An important implication of
these simulations is that FCS analysis of solute diffusion in a
small confined compartments (such as an intracellular organelle)
could produce overestimations of solute diffusion and concen-
tration without significant change i6(r) shape.

Molecular crowding, defined as the volume exclusion of
solvent by a crowder, can strongly slow solute diffusion and
potentially produce anomalous subdiffusirté-58Calculation
of solute diffusion in crowded solutions using statistical
mechanical theories and comparison with experimental data
suggest that the solute and crowder can be modeled effectively
as hard spheres with the solvent modeled as a continuum.
Extensions to this model include attractive potentfaksnd
Lennard-Jones and Coulomb interactiéhilere, crowding was
simulated using Brownian dynamics with repulsive interactions

Furthermore, immobile fluorophores are not detected, producing petween crowder and solute (Figure 8). With large spheres at

an overestimate (Figure 6A) or underestimate (Figure 6B) in
fluorophore concentration.

Anomalous Diffusion and Molecular Crowding. In general
terms, anomalous diffusion can be defined as diffusion in which
the MSD of a particle is not linear with time. Another commonly
used definition of anomalous diffusion is that the MSD is
proportional tot*, wherea is not equal to 1. In the analysis of
FCS data, the parametarhas been determined by fitting eq
12 to the data. The parameteis often used as a semiempirical
measure of anomalous diffusihThe approach used here was
to investigate the effect of three “nonnormal” diffusive models
(normal diffusion plus drift, reflecting boundary conditions, and
crowding) on FCS data. The effects were investigated by fitting
eq 12 to the simulated data.

59 vol % as the crowder, solute diffusion was slowed 2.5-fold
with G(7) fitting well to a simple diffusion model( = 1). These
results are in agreement with experimental data showing
nonanomalous diffusion of the small solute Rhodamine G with
Ficoll-70 crowder concentrations of up to 60 wt %, producing
a 140-fold slowing of diffusiort®

Measurement of the diffusion of larger solutes with Ficoll-
70 as a crowding agent also shows nonanomalous diffd&n.
However, Weiss et &P found anomalous diffusion of large
dextrans (16-2000 kDa) and 1gG when cell cytoplasm was used
as a crowding agent. This apparent discrepancy has not been
resolved. Because of computational time constraints, it was not
possible here to carry out the computationally intensive simula-
tions of crowding by large numbers of diffusing particles.
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In conclusion, we have reported a general method for

Dix et al.

(27) Zimmerman, S. B.; Minton, A. PAnnu. Re. Biophys. Biomol.

simulation of FCS data. The method was used to investigate Struct. 1993 22, 27.

effects of beam geometry, photophysical processes, binding,
anomalous diffusion, and crowding. Our approach should prove

(28) Minton, A. P.J. Biol. Chem2001, 276, 10577.
(29) Verkman, A. STrends Biochem. Sc2002 27, 27.
(30) Periasamy, N.; Verkman, A. Biophys. J.1998 75, 557.

useful in the design and analysis of FCS studies on systems (31) Olveczky, B. P.; Verkman, A. Biophys. J.1998 74, 2722.

with complex diffusive phenomena.

Acknowledgment. We thank Carol Larregieu for help with

(32) Dayel, M. J.; Hom, E. F.; Verkman, A. 8iophys. J.1999 76,
2843.
(33) Lindahl, E.; Hess, B.; van der Spoel, I.Mol. Model.2001, 7,

experimental measurements. This work was supported by grants (é4) Chandrasekhar, Rev. Mod. Phys1943 15, 1.

EB00415, HL59198, DK35124, DK72517, HL60288 and

(35) Press, W. H.; Flannery, B. P.; Teukolsky, S. A.; Vetterling, W. T.

EY13574 from the National Institutes of Health and grant R613 Numerical Recipes in C: The Art of Scientific Computi@ambridge
from the Cystic Fibrosis Foundation (to A.S.V.) and an Ekler University Press: New York, 1992.

Research Award (to J.A.D.).

References and Notes

(1) Widengren, J.; Rigler, RCell. Mol. Biol. 1998 44, 857.

(2) Wachsmuth, M.; Waldeck, W.; Langowski,J. Mol. Biol. 200Q
298 677.

(3) Bacia, K.; Schwille, PMethods2003 29, 74.

(4) Elson, E. L.; Qian, HMethods Cell Biol1989 30, 307.

(5) Maiti, S.; Haupts, U.; Webb, W. WProc. Natl. Acad. Sci. U.S.A.
1997 94, 11753.

(6) Aragon, S. R.; Pecora, R. Chem. Phys1976 64, 1791.

(7) Kask, P.; Piksarv, P.; Mets, U.; Pooga, M.; Lippmaa, Htur.
Biophys. J.1987 14, 257.

(8) Starr, T. E.; Thompson, N. IBiophys. J.2001, 80, 1575.

(9) Icenogle, R. D.; Elson, E. LBiopolymers1983 22, 1919.

(10) Hom, E. F.; Verkman, A. SBiophys. J.2002 83, 533.

(11) Elson, E. L.; Magde, DBiopolymersl974 13, 1.

(12) Chen, Y.; Mtlier, J. D.; So, P. T.; Gratton, Biophys. J.1999
77, 553.

(13) Kask, P.; Palo, K.; Ullmann, D.; Gall, Kroc. Natl. Acad. Sci.
U.S.A.1999 96, 13756.

(14) Widengren, J.; Mets, U.; Rigler, B. Phys. Cheni995 99, 13368.

(15) Rauer, B.; Neumann, E.; Widengren, J.; RiglerBRphys. Chem.
1996 58, 3.

(16) Schwille, P.; Korlach, J.; Webb, W. iCytometry1999 36, 176.

(17) Haustein, E.; Schwille, AMethods2003 29, 153.

(18) Gennerich, A.; Schild, DBiophys. J.2002 83, 510.

(19) Berland, K. M.; So, P. T.; Gratton, Biophys. J.1995 68, 694.

(20) Hess, S. T.; Webb, W. W\Biophys. J.2002 83, 2300.

(21) starchev, K.; Zhang, J. W.; Buffle,dl.Colloid Interface Scil998
203 189.

(22) Widengren, J.; Rigler, RProg. Biophys. Mol. Biol.1996 65,
PH109.

(23) Eggeling, C.; Widengren, J.; Rigler, R.; Seidel, C. A. Ahal.
Chem.1998 70, 2651.

(24) Balaji, J.; Sengupta, P.; Kumar, G. R.; Maiti,EBophys. J2001
80, 168A.

(25) Widengren, J.; Schweinberger, E.; Berger, S.; Seidel, C. Al.M.
Phys. Chem. &2001, 105, 6851.

(26) Kask, P.; Palo, K.; Fay, N.; Brand, L.; Mets, U.; Ullmann, D.;
Jungmann, J.; Pschorr, J.; Gall, Biophys. J.200Q 78, 1703.

(36) Press, W. H.; Flannery, B. P.; Teukolsky, S. A.; Vetterling, W. T.
Numerical Recipes in FORTRAN Example Book: The Art of Scientific
Computing Cambridge University Press: New York, 1992.

(37) Rigler, R.; Mets, U.; Widengren, J.; Kask,Eur. Biophys. J1993
22, 169.

(38) Hong, Q.; Elson, E. LAppl. Opt.1991, 30, 1185.

(39) Schwille, P.; Haupts, U.; Maiti, S.; Webb, W. Biophys. J1999
77, 2251.

(40) Davis, L. M.; Ball, D. A.; Williams, P. E.; Swift, K. M.; Matayoshi,
E. D. Proc. SPIE-Int Soc. Opt. Eng2004 4966 117.

(41) Schatzel, KAppl. Phys. B1987, 42, 193.

(42) Wohland, T.; Rigler, R.; Vogel, HBiophys. J.2001, 80, 2987.

(43) Qian, H.Biophys. Chem199Q 38, 49.

(44) Harris, D. CJ. Chem. Educ1998 75, 119.

(45) Saffarian, S.; Elson, E. Biophys. J.2003 84, 2030.

(46) Dauty, E.; Verkman, A. S]. Mol. Recognit2004 17, 441.

(47) Dittrich, P. S.; Schwille, PAppl. Phys. B2001, 73, 829.

(48) Palo, K.; Mets, U.; Jager, S.; Kask, P.; Gall,Bophys. J200Q
79, 2858.

(49) Huertas de la Torre, M.; Forni, R.; Chirico, Gur. Biophys. J.
2001, 30, 129.

(50) Weiss, M.; Elsner, M.; Kartberg, F.; Nilsson, Biophys. J2004
87, 3518.

(51) Speedy, R. J.; Prielmeier, F. X.; Verdag, T.; Lang, E. W,
Ludemann, H.-DMol. Phys.1989 66, 577.

(52) Eid, J. S.; Muller, J. D.; Gratton, Rev. Sci. Instrum200Q 71,
361.

(53) Laurence, T. A.; Kapanidis, A. N.; Kong, X. X.; Chemla, D. S.;
Weiss, SJ. Phys. Chem. B004 108 3051.

(54) Kettling, U.; Koltermann, A.; Schwille, P.; Eigen, NProc. Natl.
Acad. Sci. U.S.A1998 95, 1416.

(55) Schwille, P.; Meyer-Almes, F. J.; Rigler, Riophys. J1997, 72,
1878.

(56) Scwhille, P.; Kummer, S.; Heikal, A. A.; Moerner, W. E.; Webb,
W. W. Proc. Natl. Acad. Sci. U.S.£00Q 97, 151.

(57) Schultz, G. J.; Schindler, H.; Schmidt. Biophys. J.1997, 73,
1073.

(58) Hall, D.; Minton, A. P.Biochim. Biophys. Act2003 1649 127.

(59) Elcock, A. H.Proc. Natl. Acad. Sci. U.S.2003 100, 2340.

(60) Dauty, E.; Verkman, A. Sl. Biol. Chem2005 280, 7823.



